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Resumo: O texto discorre sobre o avanco das tecnologias, impactos nas relagcdes humanas,
atividades cotidianas e no trabalho e sobre os reflexos na litigiosidade e no sistema de justica. A
pesquisa trata sobre a incorporacao de ferramentas de IA pelo Poder Judiciario para enfrentar a
litigAncia em massa e conter as demandas predatérias e sobre os riscos aos direitos
fundamentais. Discute-se sobre os desafios para a protecdo dos direitos fundamentais pelo
Poder Judiciario na sociedade 4.0, sobre questfes éticas e acerca da regulamentacéo da IA no
Poder Judiciario. Aponta-se para a normatizacdo adequada e para a necessidade de constante
monitoramento do uso da |A pelos Tribunais. Trata-se sobre o0 uso da IA nas relag@es de trabalho
e dos desafios para a protecéo dos direitos fundamentais. Conclui-se que o Poder Judiciario deve
ser protagonista na prote¢éo dos dados e dos direitos fundamentais dos cidadaos.

Resumem: El texto analisa los avances tecnol6gicos, su impacto en las relaciones humanas, las
actividades cotidianas y el trabajo, asi como su impacto em los litigios y el sistema judicial. La
investigacidn aborda la incorporacion de herramientas de IA por parte del Poder Judicial para
abordar los litigios masivos y frenar las demandas predaorias, asi como los riesgos para los
derechos fundamentales. Analiza los desafios para la proteccion de los derechos fundamentales
por parte del Poder Judicial en una sociedad 4.0, las cuestiones éticas y la regulacion de la IA
em el Poder Judicial. Destaca la estandarizacion adecuada y la necesidad de um monitoreo
constante del uso de la IA por parte de los tribunales. Aborda el uso de la IA em las relaciones
laborales y los desafios para la proteccion de los derechos fundamentales. Concluye que el Poder
Judicial debe ser protagonista em la proteccion de datos y los derechos fundamentales de los
ciudadanos.

Riassunto: Questo testo discute i progressi de tecnologici, il loro impatto sulle relazioni umane,
sulle attivita quotidiane e sul lavoro, nonché il loro impatto sul contenzioso e sul sistema
giudiziario. La ricerca affronta I'integrazione di strumenti di IA da parte della magistratura per
affrontare contenziosi di massa e arginare le cause predatorie, nonché i rischi per i diritti
fondamentali. Discute le sfide ala tutela dei diritti fondamentali da parte della magistratura in uma
societa 4.0, le questioni etiche e la regolamentazione dell’lA nella magistratura. Evidenzia
un’adeguata standardizzazione e la necessita di um monitoraggio constante dell'uso dell'lA da
parte dei tribunali. Affronta I'uso dell'lA nei rapporti di lavoro e le sfide per la tutela dei diritti
fondamentali. Conlude che la magistratura deve essere protagonista nella protezione dei dati e
dei diritti fondamentali dei cittadini.
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1 INTRODUCAO

Vivemos na chamada “Sociedade da Informag¢ao” onde a discusséo sobre
a protecdo dos dados pessoais e sensiveis é primordial para a garantia dos
direitos fundamentais. A tematica também esta diretamente relacionada com a
protecdo da privacidade e de outros direitos personalissimos, tarefa altamente
complexa na era tecnologica. Discute-se, ainda, a permanente violagdo de
direitos, a litigiosidade em massa e a adocdo das tecnologias, pelo Poder
Judiciario, para a triagem de processos, racionalizagdo de servicos e aumento
da produtividade e sobre os riscos para a efetiva protecéo e garantia dos direitos
fundamentais e humanos.

Na Sociedade 4.0, temas como ética e filosofia comegam a ser pensados
como essenciais para reger as novas fronteiras da tecnologia. Questiona-se o
momento em que a interacdo homem/méaquina se dara de forma plena, com
equipamentos cada vez mais autbnomos e aperfeicoados, 0 uso macico e
universalizado da internet, conexdes de alta qualidade e soluc¢des disruptivas em
todas as areas profissionais.

Considerando esses e outros fatores, a Organizacao das Nagdes Unidas
para a Educacdo, a Ciéncia e a Cultura (UNESCO) divulgou, em 2021,
“Recomendacéo sobre a Etica da Inteligéncia Atrtificial”’, devido & preocupacido
com o surgimento de solucdes de IA que amplifiquem desigualdades, reduzam
oportunidades e nédo observem a dignidade humana e a protecédo dos direitos
humanos. (UNESCO, 2021)

Sobre a matéria, importante discorrer, ainda, sobre o Projeto de Lei n®
2338/2023, aprovado em 2024 pelo Senado Federal, que trata do uso da
inteligéncia artificial e objetiva estabelecer normas gerais, de carater nacional,
para o desenvolvimento, implementacdo e uso responsavel de sistemas de IA
no Brasil, a fim de proteger os direitos fundamentais e garantir sistemas seguros
e confiaveis, “em beneficio da pessoa humana, do regime democratico e do
desenvolvimento cientifico e tecnolégico”. (BRASIL, SENADO FEDERAL, 2024)



Assim, aponta-se como um dos principais desafios da era tecnoldgica
levar conceitos ético-filosoficos a tecnologia de ponta e também ao uso dessas
tecnologias na Sociedade 4.0. Nesse contexto, o estudo trata dos desafios do
Poder Judiciario para o respeito e garantia dos direitos e liberdades
fundamentais, da dignidade e igualdade humana, conforme estabelecido na

Constituicdo e no direito internacional de protecdo aos direitos humanos.

2 DESAFIOS DO PODER JUDICIARIO NO USO DE INTELIGENCIA
ARTIFICIAL PARA A PROTEQAO DOS DIREITOS FUNDAMENTAIS

Uma das principais questdes abordadas na pesquisa sobre o uso da IA
no Poder Judiciario, refere-se aos desafios éticos pela possibilidade de os
algoritmos reproduzirem e reforgarem vieses e, assim, trazerem o agravamento
de discriminagbes, pré-conceitos e esteredtipos ja existentes, sem a revisao
humana. Devido a litigiosidade em massa, as tecnologias passaram a ser
adotadas pelo Poder Judiciario na digitalizagdo de processos, realizacdo de
audiéncias virtuais e o uso de IA para fins de triagem, resumo processual,
pesquisa de jurisprudéncia e como ferramenta auxiliar para a elaboracédo de
textos, 0 que traz preocupacdes com a nao violacéo, respeito e garantia dos
direitos fundamentais e humanos dos cidadaos.

Em maio de 2024, representantes das Supremas Cortes dos paises do
G20 se reuniram no Brasil e discutiram os caminhos da transformacao digital no
sistema judicial, especialmente as oportunidades, desafios e riscos associados
a integracao de ferramentas tecnoldgicas ao Poder Judiciario.

Houve consenso na reuniao no sentido de que, ao mesmo tempo em que
a ideia de integrar ferramentas tecnoldgicas nas atividades judiciais € vital para
a construcao de processos mais eficientes e para que as instituicdoes sejam mais
transparentes, ha preocupacdes com questdes éticas, discriminatérias e
excludentes que podem estar relacionadas a possibilidade de automatizacao de
decisdes e com outras implicacfes decorrentes do uso da IA nos processos
judiciais.?

Em dezembro de 2024, o Supremo Tribunal Federal (STF) lancou a

ferramenta de IA MARIA (Mddulo de Apoio para Redacdo com Inteligéncia

2 Disponivel em: <https://portal.stf.jus.br/noticias/verNoticiaDetalhe.asp?idConteud0=537077>.
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Artificial), que é um sistema que usa a inteligéncia artificial generativa para
auxiliar na producéo de textos, no resumo de votos, nos relatorios de processos
e na analise inicial de reclamacdes constitucionais. Na ocasiao, o presidente do
STF, ministro Luis Roberto Barroso, ressaltou a responsabilidade do Poder
Judiciario no uso das tecnologias e a necessidade de supervisdo humana das
atividades automatizadas.®

As questbes éticas relacionadas com o uso da IA no Poder Judiciario
continuaram a ser debatidas no ambito interno e em fevereiro de 2025, o
Conselho Nacional de Justica (CNJ) aprovou regulamentacdo que atualiza a
Resolucdo CNJ n° 332/2020. Trata-se da Resolugdo CNJ n° 615, de 14 de marco
de 2025, que traz diretrizes, requisitos e estrutura de governanca para 0
desenvolvimento, uso e auditabilidade de ferramentas de IA na Justica, com o
objetivo de garantir a conformidade com normas éticas, a protecdo de dados
pessoais, a mitigacdo de riscos e a supervisdo humana no uso dessas
tecnologias. A motivacdo da alteracdo da norma foi para que o uso da IA no
Poder Judiciario ndo seja realizado de forma insegura, antiética, sem
transparéncia e também para a rastreabilidade das decisGes automatizadas.
(CNJ, 2025)

Em fevereiro de 2025, o Conselho Superior da Justica do Trabalho (CSJT)
langou o “projeto de Inteligéncia Artificial da Justica do Trabalho” e, com ele, “a
primeira ferramenta de IA generativa (Chat-JT)”. A iniciativa foi desenvolvida
“para contribuir com o trabalho de magistrados, servidores e estagiarios da
instituicdo de forma mais segura e eficiente”, em diversas atividades, como: “a
automatizacgéao de consultas, rotinas dos fluxos de trabalho e tomada de decisdes
estratégicas”, incluindo consultas de leis e jurisprudéncias e as bases de dados
internas; criacdo de ementas no padrdo do CNJ e andlise de documentos.*

Em maio de 2025, foi anunciada a disponibilidade para uso dos tribunais
brasileiros da ferramenta de IA APOIA (Assistente Pessoal Operada por

Inteligéncia Artificial), primeira ferramenta de I|A generativa integrada a

3 Disponivel em: <https://noticias.stf.jus.br/postsnoticias/stf-lanca-maria-ferramenta-de-
inteligencia-artificial-que-dara-mais-agilidade-aos-servicos-do-tribunal/>.  Acesso em: 27
jun.2025.
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Plataforma Digital do Poder Judiciario Brasileiro (PDPJ-Br), mediante a adogéo
de banco colaborativo de prompts (instru¢cdes dos usuarios).

Segundo o CNJ, “a IA generativa € uma tecnologia que permite criar
conteudos de texto, imagens e videos a partir de comandos do usuario”, servindo
como apoio nas atividades de: “criagado de relatérios e ementas, revisdo de textos
juridicos, geracdo de sinteses processuais, triagem tematica, visualizacdo de
acervos e deteccao de litigancia predatoria e agdes repetitivas.”®

Fatos recentes com o uso da IA em processos judiciais reforcam as
preocupacfes com questdes éticas e a indispensabilidade da revisdo humana
das decisdes automatizadas. Em maio de 2025, o ministro Cristiano Zanin, do
STF, negou seguimento a reclamagédo constitucional redigida com uso de IA,
devido & mencéo a julgados inexistentes e atribuicdo de conteudos incorretos a
simulas vinculantes.®

No mesmo més, a 62 Turma do Tribunal Superior do Trabalho (TST),
também constatou o uso antiético da IA. Nas razbes do recurso, houve a
alteracéo de julgados, com a citacao de fundamentacdo diametralmente oposta
a entendimentos e a prépria jurisprudéncia do TST.’

Do mesmo modo que houve o uso indevido de IA em pecas processuais,
discute-se a possibilidade do uso inadequado de ferramentas tecnoldgicas pelos
Tribunais e as violacdes a direitos fundamentais e humanos que podem ocorrer,
inclusive pelo acumulo de dados colhidos em processos judiciais, tornando a
protecdo desses dados, pelo Poder Judiciario, absolutamente inquestionavel.

Com o avanco das tecnologias, cada vez mais o uso da IA esta presente
no mercado de trabalho e no cotidiano das pessoas, impactando diretamente no
modo com interagem e nas atividades em todas as areas, o que reflete no Direito
e no Poder Judiciario em nivel mundial. Devido a alta litigiosidade, o Poder
Judiciario passou a incorporar as tecnologias nas atividades judiciais, 0 que

requer ndo so6 reflexbes éticas, mas a adocdo de mecanismos efetivos para

5> Disponivel em: <https://www.cnj.jus.br/tribunais-de-todo-o-pais-ja-podem-utilizar-primeira-ia-
generativa-integrada-a-pdpj-br/>. Acesso em: 08 set.2025.
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impedir a violagdo e para a protegcdo e garantia dos direitos fundamentais e

humanos, o que passa pela necessidade de regulamentacao.

3 REGULAMENTACAO DO USO DE INTELIGENCIA ARTIFICIAL PELO
PODER JUDICIARIO
No més de fevereiro de 2025, o Plenario do Conselho Nacional de Justica
(CNJ) aprovou atualizacdo da Resolucdo CNJ n°® 332/2020 (Ato Normativo
0000563-47.2025.2.00.0000), com a Resolugdo CNJ n°® 615, de 14 de margo
de 2025, sobretudo considerando “avangos recentes na area de inteligéncia
artificial, em especial técnica de IA generativa”’, com a ‘“incorporagdo de
diretrizes para a governancga, seguranca, transparéncia e uso responsavel de
sistemas de inteligéncia artificial” no Poder Judiciario. Objetivo da proposta foi
normatizar o uso de IA no Judiciario de “forma segura e ética, assegurando a
transparéncia e a rastreabilidade das decisdes automatizadas”. A norma traz
como um dos principais destaques a obrigatoriedade de “supervisdo humana”
das decisdes e como premissa a garantia de “que a utilizagdo das tecnologias
pelo Poder Judiciario se dé de maneira complementar a atuacdo do
magistrado, preservando sempre a responsabilidade final pelas decisbes
judiciais”. (CNJ, 2025)
Os fundamentos para a aprovacdo do Ato Normativo enfatizaram que néo
havera o julgamento dos jurisdicionados por robés e que:

[...] os sistemas de inteligéncia artificial devem funcionar como
ferramentas de apoio a decisdo, contribuindo para a melhoria da
eficiéncia e da qualidade da prestacdo jurisdicional, sem,
contudo, subverter o papel central do operador humano ou,
ainda, estimular indesejavel dependéncia dos algoritmos no
processo de tomada de decisbes.®

A norma adota a imposicao de niveis de risco para o uso de IA no Poder
Judiciario “baixo, alto e excessivo”’, com base nas diretivas europeias de
regulamentacédo da IA, nos principios da OCDE para IA e nas recomendacdes
da UNESCO sobre ética da IA, com monitoramentos que incluem auditorias,

processos de validacéo e a exigéncia de supervisao humana.

8 Disponivel em: <documento_0000563-47.2025.2.00.0000_ IA CNJ.pdf>. Acesso em: 06
set.2025.
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As operacgdes de baixo risco sdo conceituadas como as destinadas “a
atividades de natureza acessoéria e rotineira”, como o resumo e indexagao de
informacdes processuais, organizacdo de processos e identificacdo de
jurisprudéncias.

Ja as operacdes classificadas como de alto risco, sdo entendidas como
aquelas “que operam com dados sensiveis ou que podem exercer uma influéncia
direta sobre as decisdes judiciais”. Nessa esteira, a norma cita “sistemas que
auxiliam na deteccédo de padrdes comportamentais, valoracdo das provas ou
interpretacao de fatos e condutas”, que podem levar a ocorréncia de “vieses
discriminatorios e erro na interpretagdo de dados”, com prejuizos concretos a
direitos fundamentais.

Os estudos para a aprovacédo da revisao da regulamentacéo sobre 0 uso
de IA no Poder Judiciario, incorporaram medidas para a garantia da integridade
dos dados, tanto no armazenamento, quanto na transmisséo, para resguardar
os direitos dos jurisdicionados, amparadas na Lei Geral de Protecdo de Dados
Pessoais (LGPD), com o tratamento das informacdes classificadas como
sigilosas e protegidas por segredo de justica e o estabelecimento de medidas de
“anonimizagao ou pseudoanonimizagdo como pilar essencial para a prote¢ao da
privacidade”, afim de evitar a “identificagéo direta ou indireta” dos jurisdicionados
e evitar o “vazamento ou uso indevido de dados sensiveis”.

Sobre a protecdo de dados pessoais dos jurisdicionados pelo Poder
Judiciario, importante ressaltar os impactos trazidos pela Lei n°® 13.709/2018
(LGPD). Sua vigéncia, em 2020, provocou a redefinicdo da politica de seguranca
da informacdo no ambito dos tribunais, com a incorporacdo de medidas de
protecdo dos direitos fundamentais e personalissimos, ndo s6 a requerimento
dos interessados, mas também de forma preventiva e atenta as disposi¢des da
LGPD. (FERNANDEZ, CONFORTI, p. 175-187)

Entre os fundamentos da Resolucdo CNJ n° 615, de 14 de marcgo de
2025 (Art. 2°), relevante destacar:

[...] o respeito aos direitos fundamentais e aos valores
democraticos; a promocao do bem-estar dos jurisdicionados; a
centralidade da pessoa humana; a participacdo e a supervisao
humana em todas as etapas e ciclos de desenvolvimento e de
utilizacdo das solugcdes que adotem técnicas de inteligéncia
artificial, ressalvado o uso dessas tecnologias como ferramentas
auxiliares para aumentar a eficiéncia e automacéo dos servicos



judiciarios meramente acessoOrios ou procedimentais e para
suporte a decisao; a promoc¢ao da igualdade, da pluralidade e da
justica deciséria; a protecdo de dados pessoais, 0 acesso a
informacdo e o respeito ao segredo de justica; a garantia da
seguranca da informacé&o e da seguranca cibernética. [...] (CNJ,
2025)

O Capitulo Il da norma trata especificamente sobre o respeito aos direitos
fundamentais, “no desenvolvimento, na implantacao e no uso de solugdes de
inteligéncia artificial no Judiciario” (Art. 5°), com base na Constituicdo
brasileira e nos tratados internacionais de que o pais seja parte.

As operacfes que puderem acarretar risco excessivo a seguranca da
informacdao, aos direitos fundamentais e a independéncia dos magistrados sao
vedadas no Poder Judiciario (Art. 10), especialmente quando néo
possibilitarem a revisdo humana dos resultados (1) e, ainda:

[...] I - que valorem tragos de personalidade, caracteristicas e
comportamentos de pessoas naturais ou de grupo de pessoas
naturais, para fins de avaliar ou prever o cometimento de crimes
ou a probabilidade de reiteracao delitiva na fundamentacéo de
decis@es judiciais, bem como para fins preditivos ou estatisticos
com o propésito de fundamentar decisbes em matéria trabalhista
a partir da formulacao de perfis pessoais; Ill — que classifiquem
ou rangqueiem pessoas naturais, com base no seu
comportamento ou situacao social ou ainda em atributos da sua
personalidade, para a avaliacdo da plausibilidade de seus
direitos, méritos judiciais ou testemunhos; IV — a identificacdo e
a autenticacdo de padrBes biométricos para o reconhecimento
de emocdes. (CNJ, 2025)

De acordo com o Relatorio Justica em Numeros (CNJ, 2024), o Brasil
alcancou, em 2024, quase 84 milhdes de a¢des ajuizadas. Em 2023 foram 35
milhdes de novos processos, o0 que representou aumento de 9,5% em relacéo
ao ano anterior.®

Assim, alta litigiosidade imp&e diversos desafios ao Poder Judiciario e um
dos principais € vencer a morosidade, a fim de que se possa atender o
principio constitucional da razoavel duracao do processo, com 0 aumento da
eficiéncia. Nesse contexto, 0 uso das tecnologias tem sido apontado como

cada vez mais necessario para a agilizacédo processual e para a deteccao de
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litigancia predatéria,® que é o acionamento em massa e abusivo da jurisdicéo,
de forma fraudulenta e para a obtencdo de vantagens indevidas, o que
sobrecarrega a Justica, drena seus recursos, abala a credibilidade e prejudica
0 acesso legitimo a Justica e a garantia dos direitos fundamentais previstos
na Constituicdo.**

Diante de tal quadro, “o uso de IA pelos Tribunais é apontado como
solucdo para o aumento da eficiéncia dos servigos”. Apesar do exposto, como
apontam Laura Schertel Mendes e Rodrigo Badard, “a aplicagéo da IA esta
associada a diversos riscos”, tais como: “opacidade, discriminagao e aumento
de incidentes de seguranca’. Partindo de tais riscos, o0s autores
problematizam “como alcangar maior eficiéncia dos servigos judiciais, sem
comprometer os principios fundamentais” e “as balizas que orientam o
desenvolvimento do uso de IA de forma segura” para os jurisdicionados,

asseverando que:

E preciso, nesse novo contexto, garantir a imparcialidade e a
independéncia do Judiciario, bem como proteger os direitos
processuais fundamentais dos jurisdicionados. 1sso significa que
as mudancas advindas do uso da IA no sistema judicial devem
ser impulsionadas pelos proprios tribunais, com base nos
valores essenciais da justica, e ndo motivadas meramente pela
economia do mercado digital. (MENDES; BADARO, 2025)

Os autores apontam que a Resolucdo CNJ n° 615/2025 “constitui
instrumento vanguardista para a regulamentacdo da IA no Brasil’, com o
estabelecimento de “barreiras claras, evitando usos que violem direitos
fundamentais dos cidadaos”. (MENDES; BADARO, 2025)

O PL 2338/2023, de autoria do senador Rodrigo Pacheco e relatado pelo
senador Eduardo Gomes, foi aprovado em dezembro de 2024 e seguiu para a
discussao na Camara dos Deputados. Referida proposta legislativa “estabelece

implementacdo e uso responsavel de sistema de inteligéncia artificial (I1A) no

10 Tema 1198 do Superior Tribunal de Justica (STJ): "constatados indicios de litigancia abusiva,
0 juiz pode exigir, de modo fundamentado e com observancia a razoabilidade do caso concreto,
a emenda da peticdo inicial a fim de demonstrar o interesse de agir e a autenticidade da
postulacéo, respeitadas as regras de distribuicdo do 6nus da prova."

Disponivel em:
<https://www.stj.jus.br/sites/portalp/Paginas/Comunicacao/Noticias/2025/20032025-Corte-
Especial-decide-em-repetitivo-que-juiz-pode-exigir-documentos-para-coibir-litigancia-
abusiva.aspx>. Acesso em: 07 set.2025.

1 Recomendag&o CNJ n° 159, de 23.10.2024. Disponivel em:<
https://atos.cnj.jus.br/atos/detalhar/5822>. Acesso em: 07 set.2025.


https://www.stj.jus.br/sites/portalp/Paginas/Comunicacao/Noticias/2025/20032025-Corte-Especial-decide-em-repetitivo-que-juiz-pode-exigir-documentos-para-coibir-litigancia-abusiva.aspx
https://www.stj.jus.br/sites/portalp/Paginas/Comunicacao/Noticias/2025/20032025-Corte-Especial-decide-em-repetitivo-que-juiz-pode-exigir-documentos-para-coibir-litigancia-abusiva.aspx
https://www.stj.jus.br/sites/portalp/Paginas/Comunicacao/Noticias/2025/20032025-Corte-Especial-decide-em-repetitivo-que-juiz-pode-exigir-documentos-para-coibir-litigancia-abusiva.aspx
https://atos.cnj.jus.br/atos/detalhar/5822
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Brasil’, com o objetivo de proteger os direitos fundamentais e garantir a
implementacdo de sistemas seguros e confidveis, em beneficio da pessoa
humana, do regime democratico e do desenvolvimento cientifico e tecnoldgico.

Entre os direitos previstos na proposta legislativa (Art. 5°), encontram-se:

[...] Il —direito de contestar decisdes ou previsdes de sistemas
de inteligéncia artificial [...]; IV — direito & determinacdo e a
participagdo humana em decisdes de sistemas de inteligéncia
artificial [...]; V — direito a ndo-discriminacao e a correcdo de
vieses discriminatoérios diretos, indiretos, ilegais ou abusivos; e
VI — direito a privacidade e a protecdo de dados pessoais, nos
termos da legislagdo pertinente. [...] (BRASIL, SENADO
FEDERAL, 2024)

Ja no que diz respeito ao direito a ndo discriminacdo e a correcdo de
vieses discriminatorios, o texto prevé, no Art. 12, que as pessoas afetadas por
recursos de IA “tém direito a tratamento justo e isondmico, sendo vedadas a
implementacdo e 0 uso de sistemas de inteligéncia artificial que possam

acarretar discriminacao direta, indireta, ilegal ou abusiva”, inclusive:

| — em decorréncia do uso de dados pessoais sensiveis ou de
impactos desproporcionais em razdo de caracteristicas pessoais
como origem geografica, raga, cor ou etnia, género, orientacao
sexual, classe socioeconémica, idade, deficiéncia, religido ou
opinides politicas; ou Il — em fungdo do estabelecimento de
desvantagens ou agravamento da situacdo de vulnerabilidade
de pessoas pertencentes a um grupo especifico, ainda que se
utilizem critérios aparentemente neutros. (BRASIL, SENADO
FEDERAL, 2024)

A UNESCO divulgou, em 2021, “Recomendacdo sobre a Etica da
Inteligéncia Atrtificial’, constando entre os objetivos do documento:

[...]

C) proteger, promover e respeitar os direitos humanos e as
liberdades fundamentais, a dignidade e a igualdade
humana, incluindo a igualdade de género; salvaguardar
0s interesses das geracdes presentes e futuras; preservar
0 meio ambiente, a biodiversidade e o0s ecossistemas; e
respeitar a diversidade cultural em todas as fases do ciclo
de vida dos sistemas de IA. [...] (UNESCO, 2021)

Os principios de IA da Organizacéo para Cooperacédo e Desenvolvimento
Econdmico (OCDE), adotados em 2019 e atualizados em 2024, sao
considerados “o primeiro padrdo intergovernamental sobre |IA”. Possuem o
objetivo de promover uma “IA inovadora e confidvel que respeita os direitos

humanos e os valores democraticos”. Os principios de |IA da OCDE sao os
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seguintes: “crescimento inclusivo, desenvolvimento sustentavel e bem-estar;
direitos humanos e valores democraticos, incluindo justica e privacidade;
transparéncia e explicabilidade; robustez, seguranca e protecao;
responsabilidade”. (OCDE, 2019)

Diante de tal contexto, problematiza-se como o Poder Judiciario pode
enfrentar o desafio da alta litigiosidade, sem comprometer a protecéo dos direitos
fundamentais dos jurisdicionados, diante de questdes praticas ja identificadas no

ambito interno e internacionalmente.

4 USO DA INTELIGENCIA ARTIFICIAL PELO PODER JUDICIARIO

Como ja foi exposto, o uso da IA no Poder Judiciario tem sido adotado
para a triagem, resumo de processos, pesquisa processual e de
jurisprudéncia, elaboracdo de textos, porém, um dos principais debates € a
utilizacdo da tecnologia para a fundamentacdo de decisbes judiciais,
justamente considerando 0s impactos que pode gerar nos direitos
fundamentais dos cidadaos.

De acordo com Daniel Avelar:

A utilizacdo de algoritmos na atividade jurisdicional suscita
preocupacdes quanto a transparéncia, previsibilidade e
legitimidade das decisdes, exigindo reflexdes aprofundadas
sobre os limites e as salvaguardas necessarias para
compatibilizar a inovagdo tecnolégica com o0s principios
estruturantes do ordenamento juridico. (AVELAR, 2025)

O autor trata da Resolugdo CNJ n° 615/2025, destacando o Art. 8°, sobre
a utilizacdo da IA como suporte as decisées judiciais, com a preservacao da
‘igualdade e nao discriminagdo abusiva ou ilicita e a pluralidade”, a fim de
assegurar “que os sistemas de IA auxiliem no julgamento justo e contribuam para
eliminar ou minimizar a marginalizagdo do ser humano e os erros de julgamento
decorrentes de preconceitos.” Avelar aponta que de acordo com anorma, a lA a
ser utilizada pelo Poder Judiciario, devera garantir: “(1) a supervisdo humana; e
(2) permitir a modificagdo do produto gerado pelo magistrado competente”,
acrescentando que:

A supervisdo humana é, de fato, elemento essencial estruturante
para a utilizacdo da IA nos processos judiciais, de maneira a
evitar a automatizacao das decisdes e aimplementacdo de uma
forma de ‘positivismo tecnolégico' que fomente uma
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hiperintegracdo de casos que guardem dessemelhangas
evidentes. (AVELAR, 2025)

O autor entende que a regulamentacdo do CNJ “busca equilibrar o
potencial transformador das novas tecnologias com a preservacgao dos direitos

fundamentais e das garantias processuais”, apontando que:

Ao prever fundamentos, principios e requisitos especificos de
governanca e monitoramento, o diploma exige que toda e
gualquer solucdo de IA seja implementada de modo
transparente, com participagdo humana efetiva, sem dispensar
a devida fundamentagé@o na atividade jurisdicional. (AVELAR,
2025)

Segundo Avelar, “a ascensao da IA no Judiciario representa um dos mais
relevantes desafios contemporaneos para a teoria e pratica do direito.” Ao
mesmo tempo em que existem “promessas de eficiéncia, celeridade,
uniformidade e seguranca na prestacéo jurisdicional”, por outro lado, “impdem
guestionamentos éticos e legais fundamentais acerca da fundamentacédo das
decisdes judiciais, da autonomia dos magistrados e do devido processo legal.”
O autor aponta que a fundamentacéo das decisdes judiciais “é pilar do Estado
Democrético de Direito”, com garantia da “transparéncia, previsibilidade e a
possibilidade de controle pelo jurisdicionado e pela sociedade.” (AVELAR, 2025)

concorda-se com as posicoes e conclusdes do autor, inclusive no que diz
respeito a normatizacdo adequada pelo CNJ do uso da IA pelo Poder Judiciario,
no entanto, inimeros séo os desafios para a observacdo dessas balizas e para
a colocacao das limitacbes impostas pela norma em pratica nos Tribunais
brasileiros. Note-se que a regulamentacdo aponta para a autonomia dos
Tribunais na implementacdo de recursos de IA. Assim, apesar da manutencao
do controle pelo CNJ, sdo 91 Tribunais, em um pais com dimensées continentais
e com ampla diversidade territorial, estrutural e cultural.

Nesse contexto, o0 Comité Nacional de Inteligéncia Artificial do Judiciério,
previsto na norma, terd missao desafiadora ao tentar compatibilizar o respeito as
necessidades locais, com os principios estabelecidos na regulamentagéo e para
a avaliagcdo dos impactos algoritmos, quando a medida for considerada

desproporcional.
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5 APLICACAO DA INTELIGENCIA ARTIFICIAL NAS RELACOES DE
TRABALHO E OS DESAFIOS PARA A PROTECAO DOS DIREITOS
FUNDAMENTAIS

Em razdo da evolucdo constante da tecnologia, o que se tem visto € a
banalizacdo da informacdo e a manipulacdo de dados pessoais no ambiente
digital para atender determinados interesses individuais e coletivos, bem como
para a pratica de novos crimes, como a fraude eletrénica, por exemplo, tipificada
no Art. 171, 8 2°-A do Cadigo Penal, incluido pela Lei n® 14.155, de 2021.

Com a EC 115/2022, a protecédo de dados pessoais, inclusive nos meios
digitais, foi incluida na Constituicdo como direito fundamental (Art. 5°, LXXIX).
Para a protecdo dos dados pessoais, além da Constituicdo e da LGPD, o Codigo
Civil, o Cddigo de Processo Civil e a Lei n®12.965/2014 (Marco Civil da Internet),
sao diplomas fundamentais.

Fala-se sobre a forca expansiva dos dados pessoais, inserida na
categoria dos chamados novos direitos, diante da explosdo tecnolégica e dos
desafios a protecdo dos direitos de personalidade. Na sociedade da informacéao,
a grande chave para a protecdo desses direitos € a interacdo tecnolégica de
gualquer individuo, sem riscos ao livre desenvolvimento da sua personalidade.

A protecdo a privacidade esta inserida em diversos instrumentos
internacionais de protecéo aos Direitos Humanos, desde a Declaracao Universal
dos Direitos Humanos 1948 (art. XIll), citando-se como exemplo a Carta de
Direitos Fundamentais da Unido Europeia, que dispde acerca do direito ao
“respeito a vida familiar e privada” (Art. 7°) e a “prote¢cao dos dados pessoais”
(Art. 8°). (UNIAO EUROPEIA, 2000)

Como aponta Yuval Noah Harari, na atualidade, “se quisermos evitar a
concentracdo de toda a riqueza e de todo o poder nas mdos de uma pequena
elite, a chave é regulamentar a propriedade dos dados”. (HARARI, 2018, p. 107)

Como se sabe, na rotina das relacdes de trabalho, ha constante
tratamento de dados pessoais e sensiveis dos trabalhadores, seja: 1) na pré-
contratacdo ou selecdo, com a obtencdo de dados de identificacao, curriculo,
referéncias do candidato a vaga de emprego, historico profissional, entre outros;
2) Durante o contrato de trabalho, com dados para o registro da CTPS, dados
bancérios para pagamento de salarios, filiacdo sindical, dados relativos a plano

de saude, seguro, vale-transporte, entre outros; 3) Apds o término do contrato
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de trabalho, com o armazenamento das informacfes dos ex-empregados para
fins trabalhistas, previdenciarios e para disponibilizacdo aos 6rgaos publicos de
fiscalizacao.

Assim, ndo s6 a LGPD teve efeito transformador nas relacdes laborais,
impondo maior critério na captacao, guarda e transmissdo desses dados, como
em tempos de IA, os cuidados devem ser redobrados, a fim de se evitar
vazamentos indevidos de dados, com prejuizos aos direitos dos trabalhadores,
além do favorecimento dos j& mencionados vieses discriminatorios.

A revolucdo tecnolégica tem promovido a reestruturacdo das
organizagdes produtivas, a mudanga das relagbes pessoais, sociais e de
trabalho, sendo inafastavel a protecdo, pelo Poder Judiciario, dos direitos
personalissimos, ligados a dignidade, intimidade, privacidade e liberdade.

Nada mais caro a esséncia do individuo do que a sua privacidade. Dados
pessoais e sensiveis, nada mais sdo do que aqueles que néo so6 identificam
determinada pessoa, como também podem revelar seus tragcos caracteristicos
mais profundos, ao ponto de expor suas fragilidades, conviccdes, relacdes
pessoais, amorosas ou familiares, fatos da vida que nao interessam ser revividos
ou que nao se quer ter revelados em determinado estagio da existéncia ou para
certas finalidades.

Pode-se dizer, ainda, que os direitos de personalidade reclamam o
respeito aos bens de natureza pessoal e intransferiveis, como o nome, honra e
boa fama, o sentimento de prestigio que o individuo detém perante a sociedade,
ainda que o ofensor nao tenha qualquer intencao difamatéria ou deliberada de
causar danos.

Nesses casos, ha, na protecdo da imagem, da inviolabilidade do domicilio,
das comunicacgdes e correspondéncias, nitida separacédo entre o intimo e o geral,
privado e publico, pessoal e profissional, individual e coletivo, entre trabalho e
residéncia, ainda que as atividades profissionais estejam sendo realizadas em
teletrabalho.

Assim, ndo s6 nas relacdes de trabalho tais direitos gozam de especial
protecdo, como também nos processos judiciais, figurando o Poder Judiciario
como garantidor dos direitos fundamentais. (FERNADEZ, CONFORTI, 2021)

No ambito internacional, destaca-se a Declaracdo do Centenéario da

Organizacéo da Internacional do Trabalho (OIT), na qual houve a revalorizacao
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das principais fontes de protecdo ao trabalho digno, independentemente do tipo
de trabalho, “situagdo profissional ou vinculo contratual”’, assentando-se que
todos os trabalhadores, inclusive os pertencentes as “novas formas de trabalho”
tém garantidos, entre outros direitos, o respeito dos direitos fundamentais, a
protecdo da privacidade e dos dados pessoais e oportunidades de conciliar

melhor a vida pessoal e profissional. (OIT, 2019)

CONCLUSAO

Os avancos da tecnologia tém promovido diversas transformacdes na
forma como os seres humanos interagem na sociedade, com o trabalho e nas
atividades cotidianas e todas essas transformacoes refletem na litigiosidade e
causam impactos no sistema de Justica.

A introducdo de novas tecnologias no Poder Judiciario surgiu como
necessidade para enfrentar o aumento da litigiosidade e das demandas
predatorias, a fim de conferir maior eficiéncia e celeridade, além de coibir abusos
gue desafiam o acesso a Justica.

A evolucdo tecnoldgica evidencia desigualdades e pode aprofundar
vulnerabilidades, além de reforcar discriminagfes, esteredtipos e vieses
preconceituosos.

A sociedade algoritmica impde mudanca de paradigma na protecao dos
direitos fundamentais, especialmente no que diz respeito a protecao dos direitos
de personalidade e privacidade, a fim de que néo haja violagdo do direito da
igualdade e do dever de nao discriminacéo.

O Judiciario sempre exerceu papel fundamental na garantia dos direitos
fundamentais e humanos, porém, com a incorporacdo das tecnologias e com a
regulamentacéo da protecédo dos dados e do uso da IA, passa a ser protagonista
e garantidor do controle da captacéo, uso e transmissdo desses dados, com a
adocdo de mecanismos para prevenir os riscos decorrentes do uso massivo de
ferramentas tecnoldgicas na tramitagdo dos processos.

O Poder Judiciario possui indmeros desafios para a protecao e garantia
dos direitos fundamentais e humanos e além da regulamentagéo do uso da IA
pelos Tribunais, € necessario o constante monitoramento da implementacao de

ferramentas tecnolégicas, a fim de que o acesso a Justica nao transforme a
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busca pelo reconhecimento de direitos no aprofundamento de assimetrias,

tampouco constitua a reafirmacao das desigualdades e discriminagdes.
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