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Abstract: In the academy, there is an untold amount of 
papers, and yet more new ones are presented in 
different fields of science. It is common in academia 
influence young students, beginners in the field of 
research, choose the source articles better known (by 
reputed universities or researchers) or more cited. 
However, recently published papers did not have 
enough time to consolidate itself in the scientific 
community, thereby having few citations, therefore 
hindering the search for an interesting paper. To 
prevent such influence and work around the problem 
mentioned, in this paper, we discuss a method for 
classification of articles using their abstracts applied in 
algorithms to Natural Language Processing, seeking to 
provide to the beginning student, an interesting read 
addressing the topic searched. 
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I.   INTRODUCTION  

The field of publication of papers is utmost 
important for the consolidation of scientific 
community. By this way all the knowledge of 
particular area are approached and discussed. In 
academy, beginning students in the field of research, 
are indicated and strongly influenced to search for 
articles by reputed universities or researchers. It is an 
obvious and common practice. Therefore, are 
disregarded numerous papers, which can be good in 
the sense of content, but does not highlight out for lack 
of reputation of its components. Furthermore, the 
growing number of scientific papers is imminent, 
resulting in an untold amount of them. These facts 
hinder, for beginner students, an evaluation of the 
recent papers published by various new authors, which 
disqualify potential important subjects. 

In this paper we discuss a method to classify 
papers, analyzing the content of the abstract using 
Natural Language Processing, in order to avoiding the 
influence of reputation, providing interesting and 
quality papers. To do it, we analyzed recent published 
papers, in this case only published in 2010 to 2015 
period. We choose the field of Embedded Processor, 
because this area fits in aforementioned situation, and 

at the same time is our specialty, serving as a useful 
example in our experiment. 

In section II is defined the quality sought in our 
research, explaining elements used in our method. 
Section III shows some stats and charts about the 
collected data. Section IV explains our method and 
goals aimed. Section V is the conclusion and futures 
expectations. 

II.  QUALITY DEFINITION  

Along will be mentioned the term “quality”, which 
is our purpose with this paper. This quality refers to 
the quantity of potential information stored in each 
paper worked in our research, which are highlighted 
by sentences containing in its abstract. 

In the field of paper publication, the abstract is 
very important. It must have contain the amount of 
enough information which reader needs to select the 
paper, containing clear words and comprehensive 
sentences about the context subject 

A. Tags: 

The term quality in our discuss is measured by a 
set of words called “tags” which are extracted of each 
paper in its abstract and, then, seek for appearances of 
them in the following method which will be presented 
in section. 

We used the online tool VocabGrabber [1], 
provided by Thinkmap Visual Thesaurus. The tool 
extracts a set of words from the text to calculate the 
relevance comparing how frequently the text uses this 
words versus how they are used in written English 
overall. We adopt as tags the common words used in 
scientific context, also provided by the tool. 

B. Flesch-Kincaid Readability Test 

To complement our method, we employ a 
readability test, which defines how much clear is the 
text, measuring the comprehension difficulty of the 
same [2]. We suppose that a paper abstract which 
approach many themes, being at the same time simple 
and comprehensive language, become more 
interesting. Therefore, the Flesch-Kincaid Readability 
Test fits in our goal. 
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To our analysis, we use the Flesch Reading Ease 
Score (FRES). The test utilizes a mathematical process 
to assess the input text by means of the number of 
words, syllables and sentence numbers. To measure 
score was used the Edit Central online tool [3]. The 
explanation of how test works is not the aim of our 
paper, and then we will be superficial in this question. 
The test utilizes the mathematical equation in (1). 

 

 (1) 

 

In the original purpose of this test, the scores 
illustrated in the Table I were adopted as reference 
around the world. 

TABLE I.  SCORES REFERENCES 

FRES Score Notes 

90.0 – 100.0 
easily understood by an 
average 11-year-old 
student 

60.0 – 70.0 
easily understood by 13- 
to 15-year-old students 

0.0 – 30.0 
best understood by 
university graduates 

 

III.  COLLECTING DATA  

In our project, we selected one of the most reputed 
Digital Libraries to collect some stack of data, 
containing information of article itself. The data 
collected are title, abstract, publisher, authors and 
publication's vehicle.  

In order to extract paper’s data, a program based 
on C# language was used to perform parsing and 
collecting metadata. The program searched the 
keyword “Embedded Processor” obtaining 67 results 
from the ACM Digital Library [4] in the year 2013 and 
2747 results from IEEE Xplorer [5] in the 2010 to 
2015 period. 

The search done in the ACM Digital Library [4] 
used the keyword Embedded Processor filtered by 
papers published only in 2013, obtaining more than a 
thousand results. The search engine considered 
keywords Embedded and Processor separately, adding 
many results, explaining the high amount. Therefore, 
we considered to use “Embedded Processor” quoted, 
so the number of results falls to 67 results, explained 
by the direct relation of article and the subject 
Embedded Processor. The program developed by our 
team treats the URL of search result HTML page, 
processing each item found, requesting metadata and 
information of inner nodes and HTML tags to retrieve 
all data 

The Engineering Village [6] search tool provided 
the paper’s information in IEEE Xplorer, only 
extracting BibTex package from papers. 

For purposes of simplicity, we use data from ACM 
Digital Library to explain the method in this section 

and in section IV. Discussion of the Section V presents 
IEEE Xplorer data. 

 The figures 1 and 2 show some stats of 
worksheet containing the information of the 68 
articles captured from ACM. Figure 1 presents a set 
of paper’s conferences, which are linked with the 
“Embedded Processor” field. In figure 2, it can be 
observed that some conferences have highlighted due 
to the significant number of articles related to the 
field, because they are more focused in this theme. 

 

 
Fig. 1. Count of papers captured classified by conference (short). 

 
Fig. 2. Highlighted papers captured classified by conference 
(short). 
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A. Tag extraction 

For analysis of the subject of the paper and 
knowledge trend, we consider to use tags in their 
classification. In this paper, Knowledge trend is where 
all paper’s subjects leans converging. To extract this, 
we used the extraction of tags over the abstract of each 
paper. The process is descripted above in section II. 
Figure 3 shows the quantity of tags encountered in all 
papers illustrated in Word Cloud. 

 
Fig. 3. Illustration of quantity of tag encountered in all papers 

in the worksheet. 

Words like “processor”, “hardware”, “data” and 
“embed” was strongly mentioned in the subject of the 
papers, considering that they are covered by 
Embedded Processor field. However, the words 
“experimental”, “real-time”, “benchmark”, “latency”, 
among others, are highlight significantly, giving us an 
idea of the convergence of subjects among the papers. 

B. Pondering Tags 

To allow classification is necessary to ponder each 
tag. To do it, in our research we count every tag 
present in all papers, summed and divided by the total 
of tags. 

Each tag uses the concept of percentage to ponder 
itself. Therefore, we take the number of determined 
tag present in all papers and then divided by the total 
of tags, which we call “Tag Points”. Table II shows an 
example with data merely illustrative. 

TABLE II.  TAGPOINTS EXEMPLE: 

TAG SUM Tag Points 

data 22 22/62 = 0,35 
cache 11 11/62 = 0,17 
embed 29 29/62 = 0,46 

 TOTAL: 62  
 

Appling to each paper in our data worksheet, their 
respective Tag Points, summing the value as shown in 
Table III. In this example, Paper02 is highlight. Figure 
4 shows the result Tag Points obtained in our research. 

 

TABLE III.  SUM OF TAGPOINTS EXAMPLE: 

Paper TAGs Sum of Tag Points 
Paper01 embed 0,46 
Paper02 data cache 0,52 

 

 
Fig. 4. Illustration of TagPoints by Paper. 

C. Readability Level: 

In order to improve our method, was decided to 
apply the Flesch-Kincaid test which the purpose is 
assess the degree of text readability. There are two 
types of the same test. For preference, we used the 
Flesch Readability Ease Score (FRES). For this test, 
how much more points more readable. (For more 
information, see section II of this paper.) 

To evaluate this, was applied the test on the 
abstracts of the papers, because there contains the first 
information that the reader needs for choose an article 
to read. Figure 5 shows the score FRES by paper. 

 

 
Fig. 5. Flesch Readability Ease Score by Paper. 

IV.  QUALITY CLASSIFICATION METHOD : 

In this paper, we propose a method to classification 
of papers, raising to top those that obtained the best 
score. To do that, our classification adopts as criterion 
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a relation between Tag Points and Flesch-Kincaid 
Readability Ease test, discussed earlier. 

Our intention is classify papers determining a high 
degree of interest, assuming that determined paper 
have some interesting terms in its abstract (by means 
of Tags), which covers the searched field, in our case, 
"Embedded Processor" field. 

The use of tags fits in this case, because, we search 
by each abstract what are the most frequent terms 
covered by everybody in scientific field, then those 
that approach a high number tags, becoming more 
interesting among them, getting highlighting. Using 
the formula in (2) we can evaluate according to the 
above cited. 

  (2) 

 

Observing the formula 2, we can see that it is an 
arithmetic average of the two scores, highlighting 
articles like as proposed above. Figures 6 and 7 shows 
the results in our data. 

 

 
Fig. 6. Relation between TagPoints score and FRES (Flesch 
Readability Ease Score) sorted by paper ID number. 

 

 

Fig. 7. Average between TagPoints score and FRES (Flesch 
Readability Ease Score) score in decrement order of the average. 

The focus of this method is classify recently 
published papers, with goal of pondering one with 
each other based in a commons thinking or ideas 
provided by its abstract. The Readability test is used 
for rearrange the result, starting from the supposition 
that less complex texts with more information have 
much for offer for reader, becoming more indicated. 

A. Citation Count 

Obviously, that how much more one paper is cited 
in determined scientific community signifies that this 
one is very important, therefore, more indicated. 
However, it is not applied in our methodology, 
because the aim is the recently published papers, 
which not count with time to be recognized in the 
field, or have not reputation elements mentioned in 
section I. 

B. Relating our Method with Citation count 

To do the follow analysis, we requested papers 
published in the year 2010 from ACM Digital Library, 
because has enough time for them be recognized by 
the community (in this case, Embedded Processor 
field). Therefore, various papers has been cited by the 
field, providing sufficient data to us. 
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Fig. 8. Relation between our method and citation count ordered 

by our score method. (Data referring to the year 2010.)  

 

As can be observed in figure 8, does not have a 
direct relation with our method and citation count. 
Papers with low classification in our method can have 
high number of citations and vice versa. Both manners 
of classification does not cancel each other. It is up to 
the user choose what is the best way. 

C. Results of our Method 

Was extracted 10% [7 – 13] of the total papers 
captured sorted by our method in Embedded Processor 
research field of the ACM in 2013. 

V. METHODS RESULTS AND DISCUSSION 

Analysis over extracted data can offer some 
interesting information about the method. The data is 
divided in 6 years in order to provide a better view of 
analysis. The 2015 has less data due to the unfinished 
year which data were extracted. Table IV shows the 
amount of paper data of each year. 
 

TABLE IV.  COUNT OF PAPERS BY YEAR FROM DATA USED IN 
RESULTS 

Year Count of Papers 

2010 500 

2011 500 
2012 500 
2013 500 
2014 500 
2015 247 

 

A. Visualization Count 

Figures 9, 10, 11, 12, 13 and 14, shows the three best 
papers [14 - 31] according to methods classification in 
their respective publication year and their amount of 
visualization over time. Each of best three papers 

presents a huge amount of visualization in their 
respective publication year and then occurs a decrease 
in the number in subsequent years. Trend lines plotted 
in the graphs shows a huge decrease of over the years. 
Therefore concluding that they are forgotten or less 
looked for in matter of time. 

It is natural that a paper become less visualized 
over time, so it reinforces that the method can aid 
those subjects to increase their number of views by 
suggesting them to reader. 

 

 
Fig. 9. Visualizations amount over 2011 to 2015 of the Best three 
2010 papers according with method’s classification. 

 

Fig. 10. Visualizations amount over 2011 to 2015 of the Best three 
2011 papers according with method’s classification. 
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Fig. 11. Visualizations amount over 2013 to 2015 of the Best three 
2012 papers according with method’s classification. 

 

Fig. 12. Visualizations amount over 2013 to 2015 of the Best three 
2013 papers according with method’s classification. 

 

Fig. 13. Visualizations amount over 2014 to 2015 of the Best three 
2014 papers according with method’s classification. 

 

Fig. 14. Visualizations amount over 2015 of the Best three of same 
year papers according with method’s classification. 

B. Avareg by Year 

Figure 15 shows average of method’s classification 
score by year. Although the year 2014 presents the 
most interesting papers according with the method, in 
relation with the other years have a little variation in 
classification. The year 2015 have a little score 
average due being an unfinished year when data was 
extracted. This concludes that papers can still offer 
good contents about the searched context. 
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Fig. 15. Score average by year. 

C. Conferences Highlight 

Figure 16 shows the best 10 conferences in method’s 
classification in a period of 5 years (2010-2014). The 
top ten classifies according to average score of 
method’s classification achieved by papers in each 
conference. This means that the method can also 
indicate interesting conferences, which the best 
classified approaches the subject in a better and 
simple way to beginning students. 

 
Fig. 16. Top 10 interesting conferences (2010-2014) based in 
average paper score. 

D. Citation Count 

 The graph in figure 17 shows the average 
citation count and plots the average of the method's 
classification grouped by year. The records of papers 
published in early years present more citation than 
recent years due the longer time to be recognized in 
the academic community. Even with lower number of 
citations, the method can classify recent papers with 
high scores indicating the independence of the 
method with the paper reputation. Therefore showing 

that the purpose of avoid reputation is successfully 
achieved. 

 

Fig. 17. Average of citation count and method’s classification by 
year. 

 Figure 18 and 19 presents an overview of all 
paper’s database in a period of 6 years (2010 to 2015) 
used in this study, comparing citation count and 
method’s classification. High cited papers appears in 
peaks in the graph, but are not well classified by the 
method. This reinforces the method’s reputation 
independence. The three more cited papers [32 - 34] 
has more than 70 citations. 
 

 

Fig. 18. Comparison between citation count and classification score 
of the method. 
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Fig. 19. Relation beteewen citation count and mathod’s 
classifciation from the top 100 papers from 2010 to 2015 period. 

E. Tags Overview 

 

Fig. 20. Word Cloud of the extracted tags from database used to 
classify the papers. 

Figure 20 presents a Word Cloud extracted during 
classification, giving an idea of the main subjects in 
the Embedded Processor study field over the years 
2010 to 2015. The words size is proportional with 
frequency that they occur one time in each paper. 
Figure 21 presents a graph with occurrence count of 
some words in Embedded Processor field. 

 
Fig. 21. Count of tag occurrences in paper’s database used by the 
method. 

VI.  SURVEY  

To evaluate the efficiency of our method, we 
performed a survey in various Computer Science 
communities in order to measure the interest level of 
the researchers regarding the papers sorted by the 
method.  

The worst and the best papers sorted in the 
method’s classification were mixed, so the volunteer 
assesses each abstract with Likert scale based on its 
read interest as degree without knowing the 
classification of each. 

The survey is divided in three sections. The first 
section and second section contained the abstracts of 
the papers mixed, where only the second section had 
extra information regarding the author and institution 
of paper. The third section contained only one 
question, which asks the interviewee the relevance 
degree of this extra information in the selection of 
papers as interesting. 

By contain only the abstract without extra 
information regarding the article, the first part had a 
behavior in favor of the method, where we had 100% 
success in classifying interesting and not interesting 
articles. The extra information in the second part has 
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caused a notable divergence among respondents, 
making 50% of them assess contrary the expectations. 

In the first section of the survey, even with 
disagreement among some of the respondents, we 
noticed that most of them showed interest in relation 
to articles provided in accordance with the 
classification method. Proving that the method has 
great predictive ability of researchers to interesting 
content. 

When asked in the third section of the survey, half 
of respondents judged relevant the information of 
authors and institutions of the articles necessary for the 
choice of interest in reading. Figure 9 shows that 70% 
of them had doctor degree as formation and 30% 
postgraduate, characterizing researchers that had 
formed opinions and favoritism regarding authors or 
institutions long their careers. 

 
Fig. 22. Educational Background of the interviewees. 

Therefore, it is remarkable that those abstracts with 
information alienate and cause greater disagreement 
over the decision on the results of the second part of 
the survey. However, without the information we 
conclude that the method is able for effectively predict 
interesting papers from only their abstracts in the 
searching scientific context, thus avoiding alienated 
ratings, seeking to provide only quality articles from 
the content provided. 

VII.  CONCLUSION AND FUTURE EXPECTATIONS  

Aiming provide papers for new students in 
research field, we propose in this paper a method that 
can classify them by interesting themes, only 
analyzing each abstract with Natural Language 
Processing techniques. Therefore, avoiding common 
influence of selection of papers by amount of citation, 
researcher or university reputation. 

Sorting from most to least indicated in our 
classification, the 10% first well highlighted, has 
covered high relevance topics in Embedded Processor 
field over the years, such as: "task and data 
placement", "reducing intercommunication latency 
and power overhead", "data management for software 
managed multicores", "energy minimization" and 
"synthesis of networks”. Proving that our method is 
able to select important and interesting themes. 

In future work, we aim to utilize tools [35] 
developed by our expert research center in Natural 
Language Processing to analyze the connectivity of 
sentences of the context of the abstract, in order to 
upgrade our method. To improve the experience, we 
expect a better interaction between student and search 
engine, allowing the user to ponder the results based in 
reputation and various other factors. 

We hope this method can assist to expand 
horizons, qualifying important subjects of various 
research in the various scientific communities, thus aid 
to improve and highlight new ideas in scientific field. 
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