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ABSTRACT 

Considering the context of  Computer  Science,  chatbots 
are computer programs that use Artificial Intelligence tech- 
niques to  simulate  human  behavior  in  dialogues.  The  use 
of chatbots applied to the health area has been growing, 
especially in scenarios for dealing with pandemics, such as 
COVID-19, as they help to avoid the burden of face-to-face 
care. Thus, this article proposes a systematic review of the 
work carried out in this line of research. After the review, 
it was found which technologies, strategies and frameworks 
are most used in recent times, as well as which specific areas 
of health are having more focus on the use of chatbots. 
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1. INTRODUCTION 
Artificial Intelligence (AI) is known as a science dedicated 
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to the study of systems that in any observer’s perspective, 
act with intelligence [3]. It can considered a new field of 
study when compared to other sciences, as it had its be- 
ginning in 1956, so some concepts are still being improved. 
[16] In this context, the chatbot or smart agent are differ- 
ent computing system, where the symbolic and connective 
approaches can act in a collaborative way, aiming for prob- 
lem solving. [1]. The basic principle employed in a chatbot 
consists of an environment that receives questions in human 
natural language, associates these questions to a knowledge 
base and finally, emits an answer [5]. 

Chatbots can be used in many application domains, such 
as entertainment, business, education and health. Exam- 
ples of chatbots are the projects ELIZA [21], MGONZ [7], 
PARRY [6] and ALICE [11]. Regarding chatbot develop- 
ment in the healthcare domain, the works aim to help the 
interaction between patients and healthcare professionals in 
many specialities: psychiatry, psychology, pediatrics, cardi- 
ology, and many more. 

Chatbots used in the healthcare domain can make symp- 
toms mapping and diagnostic predictions, as well as advising 
instructions for the patient based on machine learning mod- 
els. By doing so, it is possible to do the care screening re- 
motely and privately, avoiding face-to-face service overload 
and exposing the patients to unnecessary contact with other 
patients, especially when dealing with global pandemics, 
such as COVID-19. 

In this context, it is necessary to investigate the use of 
chatbots in healthcare to determine and identify which tech- 
niques, strategies and frameworks are the most used, espe- 
cially when this use for healthcare is expected to grow in 
the scientific field, also with empirical evaluations, making 
it possible to produce systematic reviews of the literature. In 
this work, research methods, collected results from previous 
studies and discussions about the development of chatbots 
in healthcare will be addressed. 
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2. BACKGROUND 

2.1 Technology Applied to Health 
Digital health technologies have mobilized governments 

on the international scene since the early 2000s, [14], result- 
ing in directive documents mobilized by the World Health 
Organization (WHO), such as the Digital Health Toolbox, 
launched in 2012 .[14]. 

In 2018, ahead of the COVID-19 pandemic scenario, gov- 
ernments of several countries unanimously approved a World 
Health Assembly resolution, calling on the WHO to develop 
a global digital health strategy to support national efforts 
to achieve universal coverage. of health. [2]. 

As a result, the WHO released a document that spells 
out a global strategy for digital health by the year 2025. 
[22].  In this document, WHO suggests some characteris- 
tics of effective digital technologies in the health scenario. 
Among them, the following stand out: accessibility, univer- 
sal access, sustainability, scale in health promotion, disease 
prevention, diagnosis, management, rehabilitation and pal- 
liative care before, during and after epidemics or pandemics, 
respect for the security and privacy of information about pa- 
tients’ health. [22]. 

Brazil also has a digital health strategy, with initiatives 
aimed at telehealth, tele-diagnosis and tele-education.[12]. 
In line with the WHO guidelines, the Brazilian Government 
guides the support of other sectors of society, recognizing 
that the public sector, in isolation,  cannot respond to all 
the needs of scientific discoveries, industrial production, in- 
novation and training of human resources for the Digital 
Health. [12]. 

In this strategy, one of the key points is to deal with the 
difficulties present in emerging countries,  such  as  Brazil. 
[22]. To increase efficiency in the use of resources in dig- 
ital health technologies, it is important to invest efforts in 
research and evaluation of potential global solutions,  seek- 
ing evidence of their implications for access, cost, quality, 
safety, sustainability and  applicability  to  different  contexts 
of countries. . [22]. 

In this scenario, carrying out systematic reviews and map- 
pings can collaborate with the evaluation of studies of eHealth 
experiences from other countries, sharing successes, failures, 
trends and good practices. These studies can be used as 
sources of understanding of the effects that can be achieved 
and the types of objectives for which eHealth is really rele- 
vant, guiding an assertive and efficient allocation of incentive 
resources. [12]. 

2.2 Chatbots 

2.2.1 Historical Context 

Chatbot is a computer program built to simulate the con- 
versations of humans with other humans. It works but re- 
ceiving an input from the user in natural language, then 
making a search on its knowledge base for an answer. Fi- 
nally, it returns the answer trying to imitate human behav- 
ior. 

This concept came to exist in the 50s, when a British 
mathematician Alan Turing raised the question: ”can ma- 

chines think?”. This problem would be put to test through a 
game, in a way that it makes it more objective, as described 
in the article “Computing Machinery and Intelligence” [18]. 

This game would work the following way: a man (A), a 

woman (B) and a third person of any sex, where this third 
person would play the role of interrogator. The interroga- 
tor would be put in a different room from the other two 
people. The objective of the game would be for the inter- 
rogator to identify which participant is the male and which 
is the female. The interrogator would ask questions to both 
participants, which would receive an answer accordingly. 

To avoid influence with the tone of voice, questions would 
have to be written, without any contact with the partici- 
pants and the interrogator. The objective of the game is 
shown when player A is replaced by a machine. 

According to Turing, the fundamental question is to know 
whether the interrogator would have the same success rate 
after replacing the man for a machine, which would answer 
the question ”can machines think?”. 

Since the Turing test was proposed, many other advance- 
ments took place, such as a program called ELIZA, that 
was built to win this challenge. This program came to be 
the base for many more conversational agents that were de- 
veloped later on. 

According to its creator, Joseph Weizenbaum, this pro- 
gram is based mainly in the detection of a keyword that will 
determine the set of changes applied to the initial sentence 
[20]. After calculating the answer, it is shown. Therefore, 
ELIZA doesn’t address the question of simulating human 
intelligence through elaborated techniques, but making use 
of a simple set of rules and text manipulation which create 
the illusion of intelligence. 

Consequently, a new conversational agent was created, 
ALICE or Alicebot, which is a variant of ELIZA. Just as 
ELIZA, ALICE is based on pattern matching mechanisms 
together with a knowledge base in AIML to elaboratenits 
answers [19]. 

The structure of this agent consists of 41,000 elements 
called categories, where for each category, there is an associ- 
ated pattern which represents a question and its respective 
answer. The correspondence between the input text and the 
defined patterns in AIML are managed by an object that 
uses few memory, resulting in efficient algorithms that can 
offer quick responses. 

The object responsible for the organization of all the in- 
formation regarding the categories is called Graphmaster. 
This information is stored in a tree structure, which allows 
avoiding duplicated information, obtaining a efficient com- 
prehension of information. 

After more technological advancements, in the 2000s, there 
were other conversational agents created, such as IBM Wat- 
son, Microsoft Cortana, Google Assistente, Amaxon Alexa 
and Samsung S Voice, which represent more developments 
in the paradigm of chatbots currently. These technologies 
today are incorporated to various other sophisticated tech- 
nologies such as voice recognition, natural language under- 
standing and more. [15]. 

 

2.2.2 Chatbot Types 

Usually, chatbots can be assigned to categories such as in 
Figure 1 [8]. Those that are retrieval-based work with pre- 
set answers and can use languages such as AIML (Artificial 
Intelligence Markup Language) [19] to manually define inter- 
action patterns previously implemented. Generative-based 
models, in the other hand, have the ability to generate new 
answers in real time. 

Besides that, another classification that can be utilized for 



32 
Revista de Sistemas e Computação, Salvador, v. 12, n. 1, p. 30-39, jan./abr. 2022 

 https://revistas.unifacs.br/index.php/rsc 

 

 
 

Figure 1: Description of possible chatbot types according to 
[8]. 

 

these systems is about their universe of knowledge in which 
it proposes to answer questions [13]. Open domain systems 
aim to answer general questions, based on open data bases 
from the web. Restricted domain systems address answers 
to questions of a certain sector, such as the biomedical do- 
main. The closed domain systems are confined to answer 
questions about a closed collection of documents, which is 
usually small. Examples of the latter could be a system to 
answer questions about a Consumer Protection Code or a 
state’s customs laws. 

 

3. METHODOLOGY 
For this paper, the purpose of this systematic review is to 

identify the activities, techniques, methods and tools (frame- 
works and platforms) considered in the development of chat- 
bots in healthcare. The process used was based on the works 
of [17] and [9], which provide guidance for systematic reviews 
in detail. Therefore, the use of this technique has occurred 
in three phases, as described below. 

3.1 Planning 
The  Planning  phase  is  the  once  in  which  the  objective 

of the research must be defined, the way in which the sys- 
tematic review will be performed, and which criteria will be 
taken into consideration for the inclusion and exclusion of 
papers. 

 

3.1.1 Research Objectives 

Based on the scenario, as well as in the context that de- 
fines the main problem to be addressed in this investigation, 
the main objective of this research is an analysis of scien- 
tific publications that present items of interest related to 
chatbots in healthcare domain, aiming to determine which 
technologies, strategies and frameworks are the most used 
in the area in order to find out the most adequate and safe 
ones for the healthcare context. 

For the systematic review, searches for primary studies 
published in journal articles and conference proceedings were 
done, using the electronic search in digital repositories in 

the areas of healthcare and technology from 2015 to 2021. 
This interval was chosen so that only recent articles were 
analyzed, which means there would be higher probability of 
representing the state-of-the-art. 

3.1.2 Research Questions (RQs) 

The quality of the systematic review is strongly linked to 
the proper formulation of the research questions, since the 
questions guide the review. In this sense, seven questions 
were elaborated in order to meet the proposed objectives: 

RQ1. What are the tools (frameworks/platforms) ad- 
dressed in the research to provide support? 

RQ2. What is the type of response from chatbot ac- 
cording to those described in [8]? 
A. Retrieval-based; 
B. Generative-based; 
C. Other type. 

RQ3. Does the paper propose the use of any technol- 
ogy for the intelligence of the chatbot among the most 
used ones? (single or multiple selection) 
A. The article proposes the use of Machine Learning ; 
B. The paper proposes the use of Pattern Matching ; 
C. The paper proposes the use of Ontologies; 
D. The paper does not describe the use of any tech- 
nology for the development of chatbots; 
E. The paper proposes another technology not men- 
tioned in the options above. 

RQ4. What is the adopted/proposed conversational 
domain according to [8] taxonomy? 
A. The paper proposes the use of Open Domain; 
B. The paper proposes the use of Restricted Domain; 
C. The paper proposes the use of Closed Domain; 
D. The paper does not describe the use of some kind 
of domain for the development of chatbots. 

RQ5. What kind of empirical evaluation  was  con- 
ducted to assess the quality of the chatbot ? Which 
aspect of quality was evaluated? 

RQ6. Which subarea of health care is addressed in the 
paper? 
A. Psychiatry/Psychology; 
B. Pediatrics; 
C. Nursing; 
D. Physiotherapy; 
E. Another. 

RQ7.  What are the challenges and limitations identi- 
fied in the development of chatbots? 

3.1.3 Search Strategy for Primary Study Selection 

For the analysis and selection of primary studies, the fol- 
lowing sources of work were defined: ACM Digital Library, 
IEEE Xplore Digital Library, ScienceDirect, Elsevier’s Sco- 
pus and Springer Link, in which the search strings were ex- 
ecuted in the title, abstract and keywords containing the 
following terms: ”chatbots”, ”conversational agent”, ”conver- 
sational bot”, ”conversational system”, ”conversational in- 
terface”, ”chat bot”, ”chatterbot”, ”chat-bot”, ”smartbot”, 
”smart bot” , ”smart-bot”, ”virtual coach”, ”virtual agent”, 
”embodied agent”, ”relational agent”, ”avatar”, ”virtual char- 
acter”, ”animated character”, ”virtual human”, ”health”. 

• 

• 

• 

• 

• 

• 

• 
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Table 1: Distribution per researcher 

Phase Description 
Participating 
researchers 

 

F1 
Execution of the search 
strategies considering the 
search strings 

5 researchers 
(one for each base) 

 

F2 
Screening: exclusion 
of primary studies 
dealing with other issues 

 

2 researchers 

F3 First Consensus Meeting All 7 researchers 

 
 

The set of search strings for each article base can be found 
in Appendix A. 

3.1.4 Study Selection Procedures 

The selective process of this review began with the exe- 
cution of the search strings. In the second phase, screen- 
ing took place, where exclusion criteria were applied. At 
this point, the primary studies were distributed to each re- 
searcher according to Table 1. The last phase included a 
meeting to provide a forum for discussion and consensus 
among researchers when there were questions for the eval- 
uation of a paper. The purpose of this meeting was to re- 
duce each researcher’s bias in order to resolve any doubts in 
the application of the inclusion/exclusion criteria. In these 
cases, a complete reading of the doubtful papers was neces- 
sary. After this reading, all researchers decided to include 
or exclude the primary study (PE). The decision was joint 
to avoid subjectivity. 

3.1.5 Criteria for Study Selection 

The following inclusion and exclusion criteria were defined 
to select the primary studies: 

a) Inclusion Criteria 
The following inclusion criteria for primary studies were 

defined: 
 

• IC1 - Papers applying chatbots to healthcare; 

• IC2 - Papers published from 2015 to 2021; 

• IC3 - Papers published in conferences or journals. 

b) Exclusion Criteria 
The following work exclusion criteria were defined to meet 

each of the research questions: 
 

• EC1 - Papers in languages other than English; 

EC2 - Papers that have not been published in rep- 
utable journals (i.e. journals indexed in the Journal 
Citation Reports - JCR) or prestigious conferences (i.e. 
conference level A*, A, B and C categorized in the 
CORE Conference Ranking); 

• EC3 - Papers without full text available; 

EC4 - Papers not related to the development of chat- 
bots in healthcare; 

EC5 - Thesis, books, discussions, opinion papers re- 
lated to chatbots; 

• EC6 - Systematic Reviews. 

 

 
 
 

Figure 2: Selection phases chart 
 

3.2 Execution 
In phase 1, the automatic search was performed in each 

digital library. Thus, all documents returned by search queries 
were included in this phase. In phase 2, articles were consid- 
ered only in English and with full texts. Papers that were 
not related to the subject were excluded. This exclusion 
phase included eliminating duplicate documents, as well as 
reading the title and abstract. In case of doubt about any 
article, the paper was included preliminary. The final deci- 
sion was then considered and evaluated in the next phase. In 
the third and final phase, the researchers reviewed all arti- 
cles where there was any uncertainty, performing a complete 
reading of the article. After the end of this phase, the final 
list of primary studies that would be analyzed according to 
the previously defined research questions was defined. 

In Figure 2, we can see the works returned at the end of 
the searches in each phase by search base. 

In the first phase, 1116  papers related to  the  theme  of 
this research were retrieved. Applying the exclusion criteria 
defined for phase 2, it was possible to identify 881 primary 
studies. After the consensus meeting of phase 3, 453 rel- 
evant articles concerning the objectives of this systematic 
review remained. After a complete reading of the texts, 76 
articles were defined for analysis of the research questions. 
A flowchart with all the phases can be seen in Figure 3. 

The analyzes performed, from the consulted bases, are 
shown in Figures 4 and 5 and in Table 2. 

4. RESULTS ANALYSIS 
The final stage of the systematic review was the results 

analysis. In this stage, each of the 76 articles was analyzed 
to answer the research questions.  In Table 2 we can see 
the number of articles per selection phase and per search 
base and in Figure 5, a graph showing the number of these 
selected files per search base. The list of selected articles, 
include authors, year of publication and database, is avail- 
able at Github 1. In Figure 4 we can see the distribution of 
selected articles by year. It can be seen that there was an 
overall tendency of more articles being published on chat- 
bots applied to the healthcare domain, which makes sense 
as this technology becomes more known and used by people 
with time, as stated in other works [10]. The sample of pub- 

 

1https://github.com/danielgleison/chatbots-health 

• 

• 

• 
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Figure 3: Flowchart of the article selection process 

 
 
 
 
 
 
 
 
 

 
Figure 4: Number of articles per year Figure 5: Number of articles per base 
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Figure 6: RQ1 response chart 

 

 

Figure 7: RQ2 response chart 
 

lications was 83% of articles published in conferences and 
17% in journals. 

Below, we describe the results obtained from each research 
question. 

 

4.1 Research Question 1 
The answers to RQ1.  ”What are the tools (frameworks 

/ platforms) addressed in the research to provide support?”  
were as diverse as possible. Here, we can list tools, such as: 
Google Dialog (5%), Facebook Messenger (5%), Skills from 
Alexa (5%), FAtiMA (2.6%), among others. In 16.9% of the 
files reviewed, no tools were reported, as shown in Figure 6. 

 

4.2 Research Question 2 
In RQ2. ”What is  the  chatbot  response  type?”,  we  can 

see that the chatbot response types are well divided into: 
retrieval-based (47.4%) and generative-based (30.3%). We 
have few types of responses that differ from these two ways 
(2.6%), and in approximately 19.7% of the cases, the authors 
do not inform the type of response, as shown in Figure 7. 

 

4.3 Research Question 3 
In RQ3, ”Does the article propose the use of any tech- 

nology for the intelligence of the chatbot among the most 
used?”, we have a percentage of more than 1/2 of the ar- 
ticles that do not reference any technology. Next, we have 

Figure 8: RQ3 response chart 

 

 

Figure 9: RQ4 response chart 
 
 

the use of Machine Learning (18.4%), the use of ontologies 
(13.2%) and the use of Pattern Matching (9.2%). Therefore, 
it is possible to verify the use of the most diverse technolo- 
gies for the intelligence of the chatbot. This analysis can be 
verified in Figure 8. 

4.4 Research Question 4 
For RQ4. ”What conversational domain is adopted / pro- 

posed?”, we can observe that the conversational domains 
adopted are usually either closed domain (55.3%) or re- 
stricted domain (21.1%). In only a little over 2.6% of the 
files, an open domain is proposed, and in 21.1% of the arti- 
cles, no domain was proposed or adopted, as shown in Figure 
9. 

4.5 Research Question 5 
To answer RQ5. ”What kind of empirical evaluation was 

performed to evaluate the quality of the chatbot? Which 
aspect of quality was evaluated?”, we observe that there 
are several forms of empirical evaluation regarding the qual- 
ity of chatbots. The most common is the analysis based 
on the feedback provided by the participants with approxi- 
mately 32.9%. The other most common type of evaluation 
is based on the collected data, and may or may not use 
statistical methods, which occurs in approximately 30.3%, 
and in some cases (11.8%) both types of empirical evalua- 
tion are used. Thus, the empirical evaluation is performed 
in approximately 80% of the articles, whether it is based on 
the analysis of the collected data, such as the application of 
statistical methods, K-FOLD cross-validation, BLEU score 
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Figure 10: RQ5 response chart 

 
 

 
 
 

Figure 11: RQ6 response chart 
 

and BERT score, or based on the feedback provided by the 
participants, where, in most cases, a questionnaire is applied 
to assess the level of satisfaction, empathy or comfort in the 
interaction with the chatbot. In addition to these evaluation 
methods, some articles use both types, achieving a broader 
evaluation of the tool. In these cases, data such as changes 
in patient anxiety levels, the degree of intimacy and bonding 
between the chatbot and the patient, and the user’s desire 
to interact with the chatbot again are evaluated. In 18.4% 
of the articles,  there was no or no report of whether there 
was any empirical evaluation, according to Figure 10. 

 
4.6 Research Question 6 

In RQ6, ”Which subarea of the healthcare domain is ad- 
dressed in the article?” it was observed that the main subarea 
addressed in the articles is psychiatry / psychology, with ap- 
proximately half of the occurrences. The subarea of clinical 
medicine comes in 2nd place with 10.5%, and clinical analy- 
sis along with health and quality of life are tied as the third 
most addressed with 5.3%. In addition, several other areas 
are addressed, such as obstetrics, pediatrics, endocrinology, 
and physical therapy. The information is available in Figure 
11. 

 
4.7 Research Question 7 

Figure 12: RQ7 response chart 
 
 

To answer RQ7, ”What are the challenges and limitations  
identified in the development of chatbots?”, based on the 
complete reading of the papers, excerpts were extracted in 
which the authors identified possibilities for improvement, 
as well as limitations in the development of chatbots. We 
detected that, in approximately 32.5% of the analyzed pa- 
pers, no challenges or limitations regarding the development 
of chatbots had been reported. In the others, it was verified 
that the biggest challenge reported would be the need to 
make the chatbot more friendly and attractive to the user, 
which was reported in almost 27.3% of the cases. In addi- 
tion, in 20% of the cases, it was reported that it was nec- 
essary to increasingly improve the conversation between the 
chatbot and the user so that the communication would flow 
better, according to Figure 12. This makes sense as these 
challenges are very commonly mentioned in other works [4]. 
In addition, other challenges/limitations cited were: ”Ex- 
amine the effect of a mental health chatbot on mood in a 
postpartum population”, ”Acquire real-life data to improve 
the algorithm”, and ”Understand how the use of emotional  
language influences interaction”. 

 

5. THREATS TO VALIDITY 
Threats were identified regarding the identification of pri- 

mary studies, as possible limitations were found in the pro- 
cess of searching for articles that could lead to the absence of 
related literature and a major challenge of the work was the 
existence of articles that did not focus on agent engineering 
per se, but on its interface or only in the empirical evalua- 
tion, leaving, in some cases, research questions unanswered. 
To minimize these threats, leading digital libraries in com- 
puting were considered to reduce publication bias. Another 
threat concerns data extraction, related to possible prob- 
lems in the data collection phase,  such as the subjectivity 
of the researcher who performs this collection. To reduce 
this risk, the extraction of information was carried out by a 
researcher and reviewed by all, in cases of uncertainty. 

 

6. CONCLUSION AND FUTURE WORK 
This work performed a systematic review of articles in the 

healthcare area, where some type of conversational agent is 
used. Through the proposed research questions, it was pos- 
sible to determine that the most used chatbot reponse type 
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is retrieval-based, which is probably because it is usually 
easier to implement and it works well with a closed col- 
lection of documents, which is usually the case. Also, the 
most used technologies for the intelligence of chatbot are 
Machine Learning, Ontologies and Pattern Matching that 
are responsible for around 50%. We can also notice that for 
chatbots, closed domain and restricted domain are used in 
more than 80% of the analyzed papers, and it makes sense as 
the analyzed papers are supposed to have a specific domain 
(healthcare), and that psychiatry/psychology is the subarea 
of health that is most addressed in the context, probably be- 
cause this subarea deals much with conversations and chat- 
bots were designed especially for this task. This shows that 
a more specific evaluation can be done through more sys- 
tematic reviews specifically for chatbots in the domain of 
psychology or psychiatry. This work can be used as a ref- 
erence for developers looking to implement a conversational 
agent in the field of healthcare and who want to know the 
most commonly used technologies, as well as examine dif- 
ferent options for strategies and approaches. It is also of 
interest to researchers, as it maps what is being researched 
in the area. For future work, other systematic literature re- 
views can be conducted, this time with a greater focus on a 
particular sub-area of the field of healthcare or with the use 
of a particular technology or standard, since this work was 
quite comprehensive. 
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[13] D.  Mollá  and  J.  L.  Vicedo.  Question  answering  in 
restricted domains: An overview. Computational 
Linguistics, 33(1):41–61, 2007. 

[14] W. H. Organization. National ehealth strategy toolkit 
overview. NREL/TP-500-41137, Version 1.21, 2012. 
Available at 
https://www.who.int/ehealth/publications/overview.pdf. 

[15] M. I. Pavel. Comparing chatbot frameworks: A study 
of rasa and botkit. 2021. 

[16] S.  J.  Russell  and  P.  Norvig.  Inteligência  artificial. 
Elsevier, 2004. 
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APPENDIX 

A. SEARCH STRINGS 

A.1 ACM Digital Library 

[[[Publication  Title:  "chatbot*"]  OR 
[Publication  Title:  "conversational  agent"]  OR 
[Publication  Title:  "conversational  bot"]  OR 
[Publication  Title:  "conversational  system"]  OR 
[Publication  Title:  "conversational  interface"]  OR 
[Publication  Title:  "chat  bot*"]  OR 
[Publication  Title:  "chatterbot"]  OR 
[Publication  Title:  "chat-bot"]  OR 
[Publication  Title:  "smartbot"]  OR 
[Publication  Title:  "smart  bot"]  OR 
[Publication  Title:  "smart-bot"]  OR 
[Publication  Title:  "virtual  coach"]  OR 

http://www.who.int/ehealth/publications/overview.pdf
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[Publication  Title:  "virtual  agent"]  OR 
[Publication  Title:  "embodied  agent"]  OR 
[Publication  Title:  "relational  agent"]  OR 
[Publication  Title:  "avatar"]  OR  
[Publication  Title:  "virtual  character"]  OR 
[Publication  Title:  "animated  character"]  OR 
[Publication  Title:  "virtual  human"]]  AND 

OR  "Document  Title":  "embodied  agent" 
OR  "Document  Title":  "relational  agent" 
OR  "Document  Title":  "avatar" 
OR  "Document  Title":  "virtual  character" 
OR  "Document  Title":  "animated  character" 
OR  "Document  Title":  "virtual  human") 
OR  ("Abstract":  "chatbots" 

[Publication  Title:  "health*"]]  OR  [[[Keywords:  "chatbotO*R"]"Abstract":  "conversational  agent" 
OR  [Keywords:  "conversational  agent"] 
OR  [Keywords:  "conversational  bot"] 
OR  [Keywords:  "conversational  system"] 
OR  [Keywords:  "conversational  interface"] 
OR  [Keywords:  "chat  bot*"] 
OR  [Keywords:  "chatterbot"] 
OR  [Keywords:  "chat-bot"] 
OR  [Keywords:  "smartbot"] 
OR  [Keywords:  "smart  bot"] 
OR  [Keywords:  "smart-bot"] 
OR  [Keywords:  "virtual  coach"] 
OR  [Keywords:  "virtual  agent"] 
OR  [Keywords:  "embodied  agent"] 
OR  [Keywords:  "relational  agent"] 
OR  [Keywords:  "avatar"] 
OR  [Keywords:  "virtual  character"] 
OR  [Keywords:  "animated  character"] 
OR  [Keywords:  "virtual  human"]] 
AND  [Keywords:  "health*"]] 
OR  [[[Abstract:  "chatbot*"] 
OR  [Abstract:  "conversational  agent"] 
OR  [Abstract:  "conversational  bot"] 
OR  [Abstract:  "conversational  system"] 
OR  [Abstract:  "conversational  interface"] 
OR  [Abstract:  "chat  bot*"] 
OR  [Abstract:  "chatterbot"] 
OR  [Abstract:  "chat-bot"] 
OR  [Abstract:  "smartbot"] 
OR  [Abstract:  "smart  bot"] 
OR  [Abstract:  "smart-bot"] 
OR  [Abstract:  "virtual  coach"] 
OR  [Abstract:  "virtual  agent"] 
OR  [Abstract:  "embodied  agent"] 
OR  [Abstract:  "relational  agent"] 
OR  [Abstract:  "avatar"] 
OR  [Abstract:  "virtual  character"] 
OR  [Abstract:  "animated  character"] 
OR  [Abstract:  "virtual  human"]] 
AND  [Abstract:  "health*"]] 
AND  [Publication  Date:  (01/01/2015  TO  12/31/2021)] 

A.2 IEEE Xplore 

(((("Document  Title":  "chatbots" 
OR  "Document  Title":  "conversational  agent" 
OR  "Document  Title":  "conversational  bot" 
OR  "Document  Title":  "conversational  system" 
OR  "Document  Title":  "conversational  interface" 
OR  "Document  Title":  "chat  bot" 
OR  "Document  Title":  "chatterbot" 
OR  "Document  Title":  "chat-bot" 
OR  "Document  Title":  "smartbot" 
OR  "Document  Title":  "smart  bot" 
OR  "Document  Title":  "smart-bot" 
OR  "Document  Title":  "virtual  coach" 
OR  "Document  Title":  "virtual  agent" 

OR  "Abstract":  "conversational  bot" 
OR  "Abstract":  "conversational  system" 
OR  "Abstract":  "conversational  interface" 
OR  "Abstract":  "chat  bot" 
OR  "Abstract":  "chatterbot" 
OR  "Abstract":  "chat-bot" 
OR  "Abstract":  "smartbot" 
OR  "Abstract":  "smart  bot" 
OR  "Abstract":  "smart-bot" 
OR  "Abstract":  "virtual  coach" 
OR  "Abstract":  "virtual  agent" 
OR  "Abstract":  "embodied  agent" 
OR  "Abstract":  "relational  agent" 
OR  "Abstract":  "avatar" 
OR  "Abstract":  "virtual  character" 
OR  "Abstract":  "animated  character" 
OR  "Abstract":  "virtual  human") 
OR  ("Author  Keywords":  "chatbots" 
OR  "Author  Keywords":  "conversational  agent" 
OR  "Author  Keywords":  "conversational  bot" 
OR  "Author  Keywords":  "conversational  system" 
OR  "Author  Keywords":  "conversational  interface" 
OR  "Author  Keywords":  "chat  bot" 
OR  "Author  Keywords":  "chatterbot" 
OR  "Author  Keywords":  "chat-bot" 
OR  "Author  Keywords":  "smartbot" 
OR  "Author  Keywords":  "smart  bot" 
OR  "Author  Keywords":  "smart-bot" 
OR  "Author  Keywords":  "virtual  coach" 
OR  "Author  Keywords":  "virtual  agent" 
OR  "Author  Keywords":  "embodied  agent" 
OR  "Author  Keywords":  "relational  agent" 
OR  "Author  Keywords":  "avatar" 
OR  "Author  Keywords":  "virtual  character" 
OR  "Author  Keywords":  "animated  character" 
OR  "Author  Keywords":  "virtual  human")  ) 
AND  ("Document  Title":  "health" 
OR  "Abstract":  "health" 
OR  "Author  Keywords":"health")  NOT  ("systematic  review"))) 

A.3 Science Direct 

("chatbot"  OR  "conversational"  OR  "smartbot" 
OR "coach" OR "agent" OR  "avatar" 
OR  "character"  OR  "virtual  human") 
AND  ("health")  Title,  abstract,  keywords.  Year:  2015- 
2021 

A.4 Elsevier’s Scopus 

(TITLE-ABS-KEY  (  "conversational  agent" 
OR  "conversational  bot" 
OR  "conversational  system" 
OR  "conversational  interface" 
OR "chatbot" 
OR "chat  bot" 
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OR  "chat-bot" 
OR "chatter bot" 
OR  "chatterbot" 
OR  "smartbot" 
OR  "smart  bot"  OR  "smart-bot"  ) 
OR  TITLE-ABS-KEY  (  "virtual  agent" 
OR  "virtual  character" 
OR  "virtual  coach" 
OR  "virtual  human" 
OR "Avatar" 
OR  "Embodied  agent" 
OR  "relational  agent" 
OR  "Animated  character"  )  ) 
AND  TITLE-ABS-KEY  ("Health"  ) 
AND DOCTYPE ( cp ) 
AND PUBYEAR > 2014 
AND  (  LIMIT-TO  (  SUBJAREA,"COMP"  )  ) 
AND  (  LIMIT-TO  (  LANGUAGE,"English"  )  ) 
AND  (  LIMIT-TO  (  SRCTYPE,"p"  ) 
OR  LIMIT-TO  (  SRCTYPE,"j"  )  ) 

A.5 Springer Link 

"conversational  agent" 
OR  "conversational  bot" 
OR  "conversational  system" 
OR  "conversational  interface" 
OR "chatbot" OR "chat bot" 
OR "chat-bot" 
OR "chatter bot" OR  "chatterbot" 
OR  "smart  bot"  OR  "smartbot" 
OR  "smart-bot"  OR  "virtual  agent" 
OR  "virtual  character" 
OR  "virtual  coach"  OR  "virtual  human" 
OR  "avatar"  OR  "embodied  agent" 
OR  "relational  agent"  OR 
"animated  character"  AND  "health" 


